INTEGRATION OF RESUNET AND YOLO ALGORITHMS INTO A UNIFIED MODEL FOR OBJECTS DETECTION

Abstract

Automatic extraction of footprints of buildings from orthophotos is a challenge in the field of remote sensing data processing. The combination of image classification and object localization tasks in this research aims to develop a new model based on ResUNet and the YOLO algorithm. By applying the proposed model and publicly available data, a high level of building extraction success of 89% is achieved. Although there is potential to improve the results by introducing other types of data, the integration of these models represents a significant step towards improving the technology of automatic extraction of buildings from orthophotos.
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ИНТЕГРАЦИЈА RESUNET И YOLO АЛГОРИТАМА У ЈЕДИНСТВЕНИ МОДЕЛ ЗА ДЕТЕКЦИЈУ ОБЈЕКАТА

Сажетак

Аутоматско издвајање отисака зграда са ортофото снимака представља изазов у области обраде података даљинске детекције. Комбинација задатака класификације слике и локализације објеката у овом истраживању има за циљ развој новог модела заснованог на ResUNet-у и YOLO алгоритму. Примјеном предложеног модела и јавно доступних података, постиже се висок ниво успјешности екстракције зграда од 89%. Иако постоји потенцијал за побољшање резултата увећањем других типова података, интеграција ових модела представља значајан корак ка унапређењу технологије аутоматског издвајања зграда из ортофото снимака.

Кључне ријечи: ResUNet, YOLO, неуронске мреже, дубоко учење, детекција зграда
1. INTRODUCTION

Accurate and up-to-date information about buildings plays an essential role in many fields such as urban planning, environmental protection, real estate management, disaster risk assessment and many other fields [1], [2]. Such information is invaluable for modern society and city management, so it is not surprising that in recent years, with the rapid development of urban areas, automatic building extraction has become an important topic of scientific research [3], [4]. Remote sensing offers a large number of high-resolution sensors that record a wealth of information about objects on the ground. Therefore, remote sensing data provide significant support in the field of object classification and detection within urban areas [5]. The high spatial resolution of aerial and satellite images gives the possibility of distinguishing different objects in urban areas and enables the extraction of information about individual objects.

The manual method of collecting information about individual buildings, although it has high accuracy, is very expensive and time-consuming work, and cannot meet the requirements for quickly extracting and updating information about buildings in large areas. Using high-resolution images and modern image processing algorithms [6], [7], buildings can be accurately identified and classified based on their characteristics, such as roof shape, size, color, etc. However, this raises some new challenges in automatic object extraction due to the diversity of building features and complex environments [8]-[10]. First of all, buildings have significant differences in size, shape, height and function, and also have large variations in high resolution images caused by lighting, viewing angle, obscuration of the building by other objects and shadows [1]. Urban scenes consisting of spectrally similar objects such as roads, buildings and other artificial objects also make it difficult to accurately detect buildings [11].

Although this task has received a lot of attention in the scientific community, most approaches use additional data, such as point clouds, multispectral imagery, height information of objects and terrain (DSM, DEM), etc. This data, while important, is usually too expensive or unavailable for most cities around the world. Therefore, improving the accuracy and efficiency of automatic building extraction from high-resolution images is still a challenging task that is the focus of many researches [12], [13]. Traditional methods for extracting buildings from remote sensing images mainly involve image classification based on pixel features or image objects. Methods that rely on pixel features generally use the information of a single pixel for its classification. Initially, most studies used conventional machine learning techniques to process relevant objects by manually selecting features [3]. Machine learning methods such as K-Means [14], Support Vector Machines [15], Random Forest [16] and others were used for pixel analysis and classification. However, these methods ignore the relationship between neighboring pixels and do not use spatial information about objects. The results of this classification are prone to the influence of "salt and pepper", which results in blurred boundaries of separated buildings. Also, all these methods require prior knowledge, and their poor generalization capabilities due to manual feature selection may cause inaccurate results [8].

Detecting buildings from aerial and high-resolution satellite images is a complex task, partly due to the huge amount of data, i.e. of pixels to be processed, which often makes it challenging to handle large datasets in a fast and efficient manner, even with modern computing frameworks [17]. To deal with this challenge, new superpixel segmentation algorithms have been proposed and developed that group pixels to create contextually meaningful regions, leading to better processing efficiency while preserving important information [18]. However, the classification accuracy is highly dependent on the image segmentation results, and the segmentation scale is difficult to determine. Therefore, problems such as over- or under-segmentation are frequent occurrences, which can significantly affect the quality of the final result.

Due to the increase in computing power and the availability of large data sets, deep learning methods have emerged as successful tools for solving many tasks in the field of computer image processing. Deep learning has a strong generalization ability and the ability to efficiently express features [19]. It bridges the semantic gap, integrates feature extraction and image classification, and omits data pre-processing, such as image segmentation, through an end-to-end hierarchical construction method [5]. It can also automatically perform hierarchical feature extraction on massive raw data, reduce human labeling and reduce labor costs [5].

Deep learning, with convolutional neural networks (CNN) as a representative, is an automated artificial intelligence technique that has emerged in recent years, specialized in learning general patterns from large data sets, as well as exploiting the learned knowledge to solve unknown problems [20]. Deep learning has been successfully applied and rapidly developed in areas such as image classification, object detection, semantic segmentation, and instance segmentation.
Convolutional neural networks have a strong capacity to extract information from spatial context, and their automated learning mechanism allows for reuse [21]. All of the above, CNN is widely used on remote sensing images for object classification and detection.

Some of the key advantages of CNN-based image classification algorithms are that they provide solutions that offer greater generalization capabilities [22]. They also perform object-based classification, i.e. they take into account features that characterize entire image objects, thus reducing the "salt and pepper" effect that affects conventional classifiers. CNNs can not only automatically extract features from raw image data, but also obtain semantic information level by level, which has resulted in great success in image classification tasks [23].

In 2015, Long et al. [24] proposed a fully convolutional network (FCN), the first end-to-end semantic segmentation method implemented in neural networks. Although FCN has achieved good results in building extraction, it does not consider the relationship between pixels. It also mainly focuses on global and ignores local features, resulting in poor results. However, most subsequent deep learning network models have been improved and innovated based on this model, i.e. many scholars have proposed some deepened and improved networks, such as U-Net [25], SegNet [26], etc. U-Net is one of the most commonly used network models for image segmentation tasks that belongs to one of the FCN variants. In recent years, many image segmentation algorithms have used U-Net as the original network model for segmentation.

In addition to the mentioned models for classification and segmentation, in the field of computer image processing there are algorithms for object detection that are also based on CNN. Object detection is the process of automatically finding and localizing objects of interest in images or videos. This process includes recognizing the presence of certain objects, as well as determining their locations and bounding boxes in the image or video. There are two basic types of algorithms for detecting objects in images using deep learning, namely two-level and one-level networks [21]. Two-level networks first identify potential regions that contain objects and then classify the image based on those regions. Examples of these algorithms include R-CNN (Region Based Convolutional Neural Networks) and Fast R-CNN. However, their disadvantage may be slower image processing. On the other hand, single-stage networks such as YOLO (You Only Look Once), SSD (Single Shot Detector), and similar ones perform object detection in a single step, which makes them more efficient than two-stage networks [27].

In the studies published so far that dealt with the classification of buildings and other objects on remote sensing images, a large number of different strategies are found. Jovanović et al. in the paper [12] propose a U-Net model for identifying changes in buildings in order to update the existing record of buildings. This study shows that the proposed model performed well in the identification of objects, but it also gives a lot of false positives, i.e. objects that do not belong to the building class are placed in that class. These results, using only very high-resolution images containing RGB and NIR bands, showed object identification accuracies ranging from 84% to 88%. In the paper [28], Chen et al. have proposed the Res2-Unet model to improve detection performance and generate accurate building boundaries. However, even this model is not able to distinguish individual roads from buildings. Kokeza et al. in their paper [29] test the possibility of using different publicly available datasets for training neural networks, and then test the ability of the model to generalize to the area of interest. The evaluation of the results showed that the models trained with publicly available datasets do not meet the required accuracy for updating cadastral maps in the study area. Much better results were achieved using orthophoto images, made from data obtained using UAV, for neural network training. Farajzadeh et al. in their work [30] investigate the ability of U-Net architecture with ResNet to extract building footprints from UAV-based orthophotos and digital surface models (DSM). Experiments highlight the effectiveness of height information for detecting and extracting building footprints with significant improvements in accuracy from 89% to 97%.

Donghang et al. [31] performed fast and accurate airport detection on remote sensing images using YOLO. Pham et al. in paper [32] introduce an improved single-stage detection model based on deep learning, called YOLO-Fine. This detector is designed to be capable of detecting small objects with high precision and high speed, enabling further real-time applications. Ma and others [27] implemented the detection of collapsed buildings using the YOLO algorithm. However, some results were characterized by incorrect bounding boxes.

Given the outlined challenges, the automatic extraction of building footprints, the outer surface of the building roof, from high-resolution orthophotos is one of the most challenging tasks in this field. Due to the aforementioned problems, when extracting objects, the tasks of image classification and localization of objects from the image must be combined, i.e. image classification is used to predict the class of an object in an image, and object localization is used to locate one or more objects
present in an image and locate them using a bounding box. In response to these challenges, this paper proposes an enhanced building extraction method leveraging ResUNet and YOLO algorithms. In this proposed method, the ResUNet model acts as a feature extractor, while the YOLO algorithm is employed for object detection. The primary objective is to develop a novel model aimed at enhancing the efficiency and accuracy of object detection, thus advancing the technology of automatic building extraction from remote sensing data.

2. MATERIALS AND METHODOLOGY

2.1. METHODS

Within this case study, the authors proposed a workflow for the automatic extraction of buildings based on data generated on the principles of remote sensing. The suggested steps are shown in Figure 1.

![Figure 1. Flow chart of research method](image)

As the analysis of the literature found that ResUNet achieves much better results in the classification of satellite images than the U-Net architecture, this architecture was used as the basis for the classification of buildings in this paper. Since a certain number of false positives can be expected as a result, i.e. objects that are wrongly classified as buildings, in order to overcome this problem, a single-level YOLO network is used, which will be able to filter the obtained classification results in a fast and very simple way and thus localize only the objects of interest.

2.1.2. RESUNET

The problem of segmentation of satellite images represents a major challenge in remote sensing. In the last few years, algorithms based on convolutional neural networks have been developed with the aim of segmenting satellite images. The most common way of performing semantic segmentation is the use of convolutional neural networks because they achieve very good results, and one of the most famous architectures used is U-Net, which has a coder-decoder type structure. U-Net is a type of Fully Convolutional Network that was originally applied to medical image analysis, but later found application in many other fields, one of which is the classification of satellite images. U-Net is a special type of Fully Convolutional Network that merges low-level and high-level feature maps for better object localization.
Figure 2 is an illustration of the original U-Net architecture, with the downlink on the left and the uplink on the right. Max pooling operations reduce map sizes but increase the number of channels. In the expansive path, the sampling is followed by a convolution and the number of channels is halved so that the output has the same dimensionality as the input.

ResUNet is a Deep Residual U-Net developed by Zhengxin Zhang et al. [33] for semantic segmentation. This architecture was originally applied to road extraction from high-resolution remote sensing imagery. Later, it found application in other areas such as segmentation of brain tumors, segmentation of human images and many others. The architecture of this model (Figure 3) consists of an encoding network, a decoding network and a bridge that connects these networks, just like U-Net. ResUNet is a fully convolutional neural network designed to achieve high performance with fewer parameters, and it represents an improvement on the existing U-Net architecture by taking advantage of both the U-Net architecture and Deep Residual Learning.
Figure 3-b and Figure 3-c show the building block used in conventional U-Net and ResUNet, respectively. U-Net uses two convolutional layers (Conv) in the building block, each followed by a ReLU activation function. In the case of ResUNet, these layers are replaced by a residual block that uses batch normalization (BN), activation functions (ReLU) and convolutional layers (Conv). This combination of U-Net architecture and residual learning brings two advantages [33]:

- the residual unit facilitates network training,
- hopping connections within the network facilitates information dissemination without degradation.

2.1.3. YOU ONLY LOOK ONCE (YOLO)

The YOLO model is faster than the R-CNN family models, so it is commonly used in various real-time tasks, for example, object detection in videos. The YOLO model was first presented in 2015 by Redmon et al. [35]. R-CNN’s key difference is that YOLO was the first to build a fast real-time object detector and it involves a single neural network trained end-to-end [36]. This algorithm differs from other object detection algorithms in that it "looks" at the image only once. The algorithm applies a single neural network to the entire image simultaneously predicting the probability that the object belongs to a certain class and the bounding boxes that determine its location in the image. Unlike two-stage detection network algorithms, YOLO treats target detection as a regression problem and simultaneously obtains target bounding boxes and the probability of object presence in the bounding box.

The boundary frame can be described by four descriptors:

- center of frame,
- frame width,
- height,
- a parameter that refers to the class to which the object belongs.

The version of YOLO used in this work is YOLOv5 developed by Ultralitics. The difference between YOLOv5 compared to previous models is that YOLOv5 uses a cross-level partial network (CSPNet) [37] as the backbone of the model and a path aggregation network (PANet) [38] as the backbone for feature aggregation. These new improvements provide better feature extraction. The architecture of the model is presented in Figure 4.

YOLOv5 provides different network models with different configurations and parameter sizes (Figure 5). It contains five different network models YOLOv5n, YOLOv5s, YOLOv5m, YOLOv5l and YOLOv5x. The YOLOv5n model is the simplest, while the YOLOv5x model is the most complex. The larger the network, the more parameters that can be adjusted to get better performance, but this also means more time to train the model.
2.2. DATA COLLECTION

For a practical evaluation of the effectiveness and generalization performance of the model proposed in this paper, two publicly available datasets were used: the WHU aerial imagery dataset and the WHU satellite imagery dataset [39]. These datasets contain buildings of various types, shapes and sizes. The WHU aerial imagery dataset covers an area of 450 square kilometers in Christchurch, New Zealand and contains 187,000 buildings. The data set consists of 8,189 images with a resolution of 512×512 pixels, and the spatial resolution of the images is 0.3m [40]. Using this data, YOLO and ResUNet were trained, and testing of previously trained models was performed on orthophoto images of the area of interest, i.e. of the city of Novi Sad. These orthophoto images were generated using aerophotogrammetry methods with LEICA CAMERA RC 30 camera, with the longitudinal and transverse overlap of 60% and 25% respectfully.

3. RESULTS AND DISCUSSION

3.1. SEGMENTATION AND CLASSIFICATION

The input data for training the ResUNet model is composed of pairs of images (image and mask), as shown in Figure 6. Before training the ResUNet model, the input WHU data set is divided into two parts in the ratio of 80-20%. This step is necessary so that in the process of training the neural network, a quantitative assessment of the model can be obtained, which tells how well the network is trained to work with data that did not participate in the training.

In order to avoid overtraining the network, which can cause poor object identification, an early stop parameter was used in the training phase. Stopping the training is defined at the moment when the accuracy rating on the validation data starts to decrease, i.e. if in the three next epochs from the moment when the highest accuracy is reached, better results are not obtained, the training is interrupted, otherwise the training will go up to a maximum of 50 epochs. As a result of applying early stopping, it was obtained that the number of epochs required for training the ResUNet model is 20, while the accuracy of the model is 96.58%. In the following diagram (Figure 7) the curve of the model's accuracy rating obtained in the process of training the neural network can be seen.

After the completion of the training phase, the trained building identification model was applied to a new data set (orthophotograph of Novi Sad) in order to examine the possibility of knowledge
transfer. As the model is applied to the input data, the result are raster images representing probability maps with a range of (0, 1), with 0 as the lowest probability of a building's existence and 1 as the highest probability of a building's existence. The next step represents the definition of the probability threshold value, based on which the buildings will be identified. The threshold value used in this paper is 0.5. Although it is expected that the slightly lower limit value chosen in this way will give many more false positives (objects that are not buildings and are classified in that class), it was deliberately chosen in order to cover all objects with certainty, i.e. in order to avoid the occurrence of false negatives (objects that exist but have not been identified), while false positives will be removed by integrating these results with the YOLO results. The results obtained using the ResUNet model on the test area are shown in Figure 8.

Figure 8. Orthophoto of parts of Novi Sad (a) and ResUNet model results (b)

From the results obtained using the ResUNet model (Figure 8-b), it can be seen that there is a large number of false positives, which was expected since a slightly lower threshold value was chosen for the identification of buildings, as previously explained. However, large number of false positives should not be seen as a problem since the goal was to completely include all objects on the analyzed area not regarding the potential occurrence of false positives that will be filtered through YOLO algorithm.

3.2. OBJECT DETECTION

In order to detect buildings using the YOLO algorithm, the WHU data had to be adapted to the YOLO algorithm. What YOLO requires as training input is a dataset containing images and the coordinates of the bounding boxes of the objects in that image. The file structure with bounding boxes consists of five values that respectively refer to the class of the object, the coordinates of the center of the box, the width and the height of the bounding box, as shown in Figure 9.

Figure 9. An example dataset for training the YOLO algorithm
During the training of the YOLOv5l network model, the maximum number of epochs is set to 50, with the fact that in the end the model from the epoch in which the highest accuracy is achieved is used for object detection. As with the ResUNet model, the division of the input data set into two parts in the ratio of 80-20% was used, in order to obtain the accuracy of the model during training. Performance was evaluated based on Precision, Recall and mAP (mean Average Precision) metrics when IoU (Intersection over Union) was 0.5 (50%) and 0.95 (95%). The next figure (Figure 10) shows graphs of metric curves during training.

![Figure 10](image)

**Figure 10. Graph of Precision, Recall, and mAP as YOLO training progresses**

After evaluation, the model with the best accuracy obtained in 47 epochs and had a Validation Precision score of 0.93, Recall score of 0.87, as well as mAP score of 0.93 and 0.76 for @0.5IoU and @0.95IoU, respectively. This result confirms the effectiveness of this approach in correctly predicting objects. After completing the training phase, the trained building detection model was applied to the same data set as ResUNet (orthophotograph of Novi Sad). The results of object detection using the previously trained YOLO model in the test area are shown in the following figure.

![Figure 11](image)

**Figure 11. Building detection using the YOLO algorithm**

The results of building detection using the YOLO algorithm (Figure 11) show a very high relative accuracy (percentage of the existence of objects within the boundary frames), but as with the ResUNet model, there are a certain number of false positives.

### 3.3. INTEGRATION RESUNET AND YOLO

The solution to the aforementioned problems regarding the presence of false positives in the results of segmentation, classification, and object detection lies in merging these results before drawing final conclusions. As can be concluded from the individual results (Figure 8 and Figure 11), while YOLO demonstrates the capability to detect objects more accurately (with a significantly lower false detection rate), it lacks the ability to differentiate their shapes like ResUNet, which yields a considerable number of false positives. Consequently, to retain the most crucial information from
both models by integrating the results, it becomes feasible to enhance the accuracy of object detection and extract their shapes and positions more precisely.

An example of a correctly mapped building is given in Figure 12-detail A, where it can be seen that the building is correctly detected and that the boundaries of the object are preserved in the segmentation process. By crossing the results, the large number of false positives present in the ResUNet results is eliminated (Figure 12-detail B). As said YOLO gives much less false positives, so eliminating ResUNet polygons that are not inside the bounding box solves this problem. In this way, 81 polygons were removed (polygons detected only by ResUNet). False positives from YOLO results are also eliminated in the same way, i.e. all bounding boxes that do not contain ResUNet polygons are removed (Figure 12-detail C). In this way, 14 polygons were removed (polygons detected only by YOLO). The problems encountered by this methodology are given in Figure 12-detail D and E. In the first case (detail D) both models detected the existence of an object in a place where it is not present on the ground, while in the second case (detail E) neither ResUNet nor YOLO were able to detect the existence of the object. The reason for the appearance of these errors may lie in the differences, both in the shape and size of the objects in the images, as well as in the brightness and angle of the recording of the WHU data set for training and the orthophoto plan of Novi Sad used for testing. The number of false negatives, such as detail E in Figure 12, in the analyzed area is 38 objects, while the number of false positives, such as detail D in Figure 12, is 40 objects. These results can be considered successful, given that knowledge transfer was applied due to the lack of training data in the analyzed area, so it can be said that the proposed model copes well with new data.

Figure 12. Analysis of the obtained results

One of the major problems this method is faced with is shown in Figure 13-detail F. Namely, in the case of the existence of buildings located next to each other, none of the used models is able to identify those buildings as separate entities, i.e. two individual buildings. Therefore, solving this problem as well as the problem with irregularly mapped edges of buildings, which is particularly pronounced in irregularly shaped buildings (Figure 13-detail G), is imposed as the primary goal of improving the proposed model.

Figure 13. Problems in the results of the proposed model
In the end, it can be concluded that out of 367 buildings located in the analyzed area, 327 buildings were correctly identified. Accordingly, the percentage of success of the proposed methodology for the detection and extraction of buildings of 89% represents a very good basis for obtaining results quickly.

4. CONCLUSION

Traditional methods have proven to be insufficiently fast and efficient when extracting buildings from high-resolution images. With the development of deep learning technology, such as convolutional neural networks (CNN), new opportunities have opened up for automatic object detection and classification on remote sensing data. Models such as ResUNet and YOLO represent advanced techniques that have achieved high accuracy in object segmentation and detection. However, despite these advances, existing models face challenges in extracting buildings, such as shadows, different textures, and orientation of buildings.

The integration of ResUNet and YOLO represents a new approach that combines the strengths of both models to overcome these challenges. The ResUNet model, based on the idea of fully convolutional networks (FCN), has the ability to extract spatial information from the image, while the YOLO algorithm enables fast and efficient object detection. The combination of these models enables a better understanding of the image context and a more accurate detection of buildings even in complex scenes.

One of the goals of this paper was to examine the use of knowledge transfer, i.e. training models with publicly available data, and applying such trained models to new data. This approach significantly speeds up the time of obtaining results because there is no need for prior preparation of training data, and also solves the problem of availability of training data. In both cases (ResUNet and YOLO) it was shown that knowledge transfer is an applicable method that gives satisfactory results. As it can be concluded from the results shown (Figure 8 and Figure 11), in both cases there is a certain number of false positives that need to be eliminated and a significantly smaller number of false negatives. The very fact that the number of false negatives is very small indicates that knowledge transfer is applicable for this kind of object classification and detection.

Therefore, by using these two models together, one can eliminate false positives from the results and thus improve the accuracy, in such a way that the information about the shape and dimensions of the objects will be obtained using ResUNet, and for the verification of those results and the elimination of noises, the results of the YOLO model will be used. Based on the results thus obtained, the authors come to the conclusion that the extraction of buildings was performed with a high accuracy of 89%, especially if one takes into account the speed of obtaining results, which was obtained thanks to the use of publicly available data for training.

If necessary, the accuracy of the model could be increased by using some more publicly available data for training, in order to cover as many possible scenarios and diversity in the type, size, shape and texture of building roofs as possible. In this way, the problem of false negatives could be solved, i.e. not recognizing objects that exist on the ground. Another important source of information would be the DSM, which would significantly improve the results, but up-to-date data on the heights of objects are usually not available.

The issues encountered by the proposed model include the inability to identify adjacent buildings as separate units and difficulties in extracting building edges, resulting in the appearance of fuzzy edges. The process of building edge extraction is influenced by various factors, such as the complex appearance of the object, the capturing angle, glare, shadows, etc. The integration of ResUNet and the unique YOLO model for object detection represents a significant advancement in the technology of automatic building extraction from remote sensing data. Furthermore, these aforementioned challenges will guide future research directions and represent crucial issues that need to be addressed in order to achieve fully automated object mapping using orthophoto imagery.
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